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Under the assumption of incomplete information, idiosyncratic shocks may
not dissipate in the aggregate. An econometrician who incorrectly imposes
complete information and applies the law of large numbers may be suscep-
tible to information aggregation bias. Tests of aggregate economic theory
will be misspecified even though tests of the same theory at the microlevel
deliver the correct inference. A testable implication of information aggre-
gation bias is “Samuelson’s Dictum” or the idea that stock prices can si-
multaneously display “microefficiency” and “macroinefficiency;” an idea
accredited to Paul Samuelson. Using firm-level data from the Center for
Research in Security Prices, we present empirical evidence consistent with
Samuelson’s dictum. Specifically, we conduct two standard tests of the linear
present value model of stock prices: a regression of future dividend changes
on the dividend-price ratio and a test for excess volatility. We show that the
dividend price ratio forecasts the future growth in dividends much more ac-
curately at the firm level as predicted by the present value model, and that
excess volatility can be rejected for most firms. When the same firms are ag-
gregated into equal-weighted or cap-weighted portfolios, the estimated coef-
ficients typically deviate from the present value model and “excess” volatil-
ity is observed,; this is especially true for aggregates (e.g., S&P 500) that are
used in most asset pricing studies. To investigate the source of our empirical
findings, we propose a theory of aggregation bias based on incomplete in-
formation and segmented markets. Traders specializing in individual stocks
conflate idiosyncratic and aggregate shocks to dividends. To an econome-
trician using aggregate data, these assumptions generate a rejection of the
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present value model even though individual traders are efficiently using their
available information.

JEL codes: C43, C33,G14
Keywords: aggregation, incomplete information

Early tests of the Friedman (1957)-Hall (1978) permanent
income model were clearly rejected when examined with aggregate U.S. data—
changes in aggregate consumption were highly correlated with lagged income
changes. However, the model’s orthogonality conditions could not be rejected when
tested with individual data (Deaton 1992). Goodfriend (1992) and Pischke (1995) pro-
posed “information aggregation bias” as a possible explanation for the discrepancy.
They showed how incomplete information facing individual households could bias
the econometrician’s full-information aggregate tests, while leaving the household-
level econometrics correctly specified. The linear present value model of consump-
tion was a good depiction of economic behavior and yet an econometrician—
imposing a representative agent/ complete information setup—would find substantial
violations of the theory with aggregate data.

This “information aggregation bias” result has taken on renewed significance given
the recent interest in mapping microeconomic shocks into macroeconomic outcomes
under incomplete information (see Angeletos and Lian 2016b and section Connec-
tion to Literature). Similar to Goodfriend and Pischke, many recent papers feature
models in which idiosyncratic shocks do not succumb to the law of large numbers
but instead complicate the aggregation of economic time series. We contribute to this
line of work by studying the aggregate implications of incomplete information within
the context of an asset pricing model. We believe that this setting has the following
advantages relative to the more familiar macroeconomic framework. While signifi-
cant strides have been made over the last three decades in data collection and analysis
of household- and firm-level data, testing basic economic theory at both the micro-
and macrolevel simultaneously remains nontrivial (Meghir and Pistaferri 2011). The
richness of stock price data, on the other hand, allows us to show definitively how ag-
gregation alters time series properties. In this sense, we follow Cochrane and Hansen
(1992) in arguing that “security market data are among the most sensitive and hence
attractive proving grounds for models of the aggregate economy.” Second, the theory
we use to test our hypotheses is well established as it relies on the long history of
testing the efficient markets hypothesis (EMH). While we are not interested in ask-
ing whether a stock price is “efficient,” we can apply the econometric techniques for
testing the EMH to conduct our thought experiments. '

1. Our application of West (1988b) is a good example of how we rely on the econometrics developed
to test the EMH in our analysis. West’s test of excess volatility does not rely on stationarity of the time
series, a constraint that is crucial to relax. Flavin (1983) argued the procedures used to measure volatility
may, in fact, overstate it due to nonstationarity. These overstatements were shown not to be sufficient to
account for S&P 500 data. Thus, several authors (e.g., Marsh and Merton 1986, Kleidon 1986) extended
this notion by suggesting that the trend-stationarity assumption made about dividends in the original studies
was questionable, and that upon adopting the alternative (difference stationarity), prices did not appear
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In the asset pricing context, testing for the aggregation bias of Goodfriend and
Pischke is akin to testing what Jung and Shiller (2005) dub Samuelson’s Dictum,
which articulates Paul Samuelson’s belief that market efficiency applies to individ-
ual firms (microefficiency) but is vitiated when stock prices are aggregated to form
indexes like the S&P 500 (macro inefﬁciency).2 In Section 1, we conduct two famil-
iar tests of the present value model of stock prices: a regression of future dividend
changes on the dividend-price ratio, and a test for excess volatility. Both tests con-
firm Samuelson’s Dictum in the follow sense. Using data on all firms that paid a
consistent dividend in the Center for Research in Security Prices (CRSP), we show
that for individual firms, the dividend price ratio does a better job of forecasting the
future growth in dividends and that the deviation in prices relative to dividends is
mostly in line with the discounted present value model. For a significant number of
firms, the model cannot be rejected at the individual firm level. When the same firms
are aggregated into equal-weighted or cap-weighted portfolios, the estimated coef-
ficients are no longer consistent with the present value model. Running the same
regressions with data from aggregate indexes does not even yield coefficients of
the correct sign. Thus, applying the same econometric methodology to aggregate
data delivers sound rejections of a model that cannot reject at the individual firm
level.

We then conduct the “second-generation” volatility test of West (1988b), which is
based on an inequality of the variance of the innovation in the expected present value
of dividends. The theory states that this variance should be smaller when condition-
ing on market information (current and past prices and dividends) relative to a subset
of that information. We again find evidence that stock prices of individual firms are
not excessively volatile. Nearly 80% of firms in our sample do not exhibit excess
volatility at a 1% significance level. However, portfolios of these same firms almost
always exhibit excess volatility, and aggregate indexes commonly used in asset pric-
ing studies exhibit excess volatility on a grander scale. As with our regression results,
the more one aggregates, the more significant the rejection of the linear present value
model.

To reconcile our findings, we propose a theory of aggregation bias based on
incomplete information and segmented markets in Section 2 that is a generaliza-
tion of Goodfriend (1992) and Pischke (1995). We assume that firm dividends
are subject to two types of shocks—idiosyncratic and aggregate—and that traders
cannot perfectly distinguish between them. If markets are segmented in the sense

excessively volatile. However, “second-generation” volatility tests (e.g., Campbell and Shiller 1987, West
1988b), which do not rely on stationarity, also find evidence for excess volatility in aggregate data.

2. In a private letter to John Campbell and Robert Shiller, Paul Samuelson wrote: “Modern markets
show considerable micro efficiency (for the reason that the minority who spot aberrations from micro ef-
ficiency can make money from those occurrences and, in doing so, they tend to wipe out any persistent
inefficiencies). In no contradiction to the previous sentence, I had hypothesized considerable macro inef-
ficiency, in the sense of long waves in the time series of aggregate indexes of security prices below and
above various definitions of fundamental values,” Jung and Shiller (2005).
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that traders specialize in trading individual firms and incomplete information
persists, aggregate prices and dividends differ from their complete information
counterpart. To the econometrician using aggregate data, such differences would
materialize as a rejection of the present value model, even though individual traders
are pricing stocks using this exact model and are efficiently using all available
information. Conversely, tests of individual firms do not suffer from the same bias
as the econometric tests properly account for the incomplete information. Monte
Carlo investigations show that this theory is a plausible explanation of the results of
Section 1.

Connection to Literature

The insights of Goodfriend (1992) and Pischke (1995) were put on more solid
footing by Reis (2006), Luo (2008), and Thornton (2014). Goodfriend (1992) hy-
pothesized that individuals processed aggregate information with a one-period lag
and Reis (2006) showed how this “inattentiveness” implied that the sluggishness in
aggregate consumption was due to the aggregation step, which proved an important
distinguishing feature relative to other modeling assumptions (e.g., habit formation
in utility). Pischke (1995) went one step further arguing that when agents faced id-
iosyncratic and aggregate shocks, ignoring contemporaneous aggregate data may be
the optimal choice for households. Specifically referencing Pischke’s information
structure, Luo (2008) conjectured that, if rational inattention could be modeled en-
dogenously, “it would be optimal for them to devote low attention to monitoring the
aggregate component because the aggregate component is less important for indi-
viduals’ optimal decisions.” Thornton (2014) provides an explicit characterization
of the econometrics underlying the aggregation problem and connects the theory to
Granger’s (1980) aggregation of long-memory processes. He shows how incomplete
information can cause aggregate measures to display substantial persistence even
when the microdata follow random walks. Our contribution to this literature is in
arguing that these insights and techniques (appropriately modified) can be applied to
asset pricing data. As mentioned in the introduction, asset pricing data do not suffer
from the same challenges of aggregate and household-level income and consump-
tion; our panel of observations is significantly more than any test of the permanent
income hypothesis. Our main result—that informational frictions appear larger at the
macro level—is also related to Mackowiak and Wiederholt (2009) where agents ra-
tionally choose to pay more attention to idiosyncratic fundamentals, with Angeletos
and Lian (2016a) and Angeletos and Huo (2018) where higher order uncertainty is
more pronounced at the aggregate level. However, we contribute to this literature by
showing how this result can hold theoretically even when not deviating from rational
expectations. Our theoretical interpretation relies simply on a signal extraction prob-
lem at the individual trader level, which propagates into aggregate dynamics. The
econometrician and private agent are acting optimally, and yet Samuelson’s Dictum
manifests.
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Stylized facts distinguishing individual stock price behavior from that of portfolios
or indices are now well established and contained in many popular textbooks (e.g.,
Campbell, Lo, and MacKinlay 1997, Campbell 2017). Manifestations of Samuel-
son’s Dictum can be found in Campbell (1991), Vuolteenaho (2002), Cohen, Polk,
and Vuolteenaho (2003), and Cohen, Polk, and Vuolteenaho (2009), who employ
vector autoregression analysis along the lines of Campbell and Shiller (1987) and
Campbell and Shiller (1988b) to document the extent to which variation in individual
firms’ stock prices is driven by idiosyncratic versus aggregate factors. Our econo-
metric approach is different from the papers cited above® because we are explicitly
testing for aggregation bias, which is not of interest in these papers. Jung and Shiller
(2005) is an important exception but we view the evidence provided therein as sug-
gestive, at best. Section 1.2 extends their results along several dimensions. First, we
analyze much more data by including all firms that paid a dividend between 1926
and 2018. Our sample size is several orders of magnitude larger than theirs. Sec-
ond, we conduct several additional tests like West’s (1988b) test of excess volatility,
panel regressions, numerous, and various forms of aggregation. Additionally, we of-
fer a theoretical explanation for our empirical findings. Startz and Tsang (2014) is
the only other empirical paper to test specifically for Samuelson’s Dictum. They use
a slightly different methodology and find that the result is contingent on investment
horizon. While our results also depend on horizon (e.g., Table 2), our findings are
more robust.

Our theory in Section 2 relies on two assumptions to make information aggre-
gation bias operable. First, traders have incomplete information in that they can-
not disentangle idiosyncratic from aggregate shocks, similar to Pischke (1995). An
econometrician—imposing complete information—will assume that the idiosyn-
cratic shocks “wash out” in the aggregation step and will attribute the idiosyn-
cratic influence to a rejection of the linear present value model. In this sense,
our paper contributes to the broader literature on articulating the perils of as-
suming complete information, representative agent models, and has antecedents in
Phelps (1983), Forni and Lippi (1999), Blundell and Stoker (2005), and Blanchard,
L’Huillier, and Lorenzoni (2013), who show how incomplete information coupled
with some form of heterogeneity can lead to incorrect inference. The second as-
sumption is market segmentation or that traders specialize in individual stocks. A
justification for this assumption is given by Glasserman and Mamaysky (2019),
who show in a model of portfolio choice that traders will endogenously special-
ize in either macro or microinformation, and derive conditions under which it takes
more effort to acquire information about individual stocks than market aggregates.
This asymmetry provides the incentive for traders to specialize and acquire mi-
crolevel information. Unlike Glasserman and Mamaysky (2019), we show how these

3. Werely on panel data methods and formal tests of the linear present value model. Our interest in how
well the model fits the data for various levels of aggregation (e.g., Table 2) and how quickly aggregation
changes the nature of these results (e.g., Figure 1) clearly distinguishes our empirical work from the papers
cited above. Our theoretical explanation also differs from this literature (see Section 3).
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assumptions can generate time series that are consistent with our empirical findings of
Section 1.

1. EMPIRICAL EVIDENCE

A testable implication of information aggregation bias is a change in the econo-
metric inference as one aggregates. We provide empirical evidence in favor of infor-
mation aggregation bias by testing various forms of the present value model at the
individual firm and aggregate levels. Our tests begin with the standard asset pricing
equation

P =147 "E(Py1 + D), (1)
P =E Y (1471 7Dy, )

J=1

where r is the time-invariant discount rate,* P, is the real stock price at the end of
year t, D; is the real dividend paid throughout year ¢, and E; denotes the time ¢ con-
ditional expectation. The top equation is the standard asset pricing equation in which
the price today is equal to the discounted expected payout (price plus dividend) to-
morrow. Invoking a no-bubbles condition and the law of iterated expectations yields
(2). The Online Appendix shows that (2) can be written in dividend-price ratio form
as

D,/P, =r—E,g’, 3)

g’ = (AD/P)/(1+ )", )

k=1

where AD, = D, — D,_,. The dividend growth rate is expressed as the sum of dis-
counted future dividend changes for a $1 investment at . That is, growth rates
are computed relative to the price of the stock as opposed to changes in D. This
permits a continuous value for dividend growth even when no dividends were
paid.

Given that we do not observe an infinite amount of data, we cannot test (3)—(4)
directly. We follow Campbell and Shiller (1988a) in proxying for the future dividend

4. While our focus is on a constant discount rate specification, we acknowledge the importance of
time-varying rates in explaining asset price behavior. Previous versions of the paper introduced a time-
varying discount rate, which only reinforced our results.
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growth gP by truncating the summation after K years:

K
&= (AD.i/P)/(1 + 1) (5)

k=1

Rearranging (3) according to E,g” = r — D, /P, yields a test of the linear model by
running the following regression:

& =a+pMD/P)+e. (6)

If the present value model (3)—(4) is the correct model, the current dividend-price
ratio should be negatively correlated with the expected growth rate (8 = —1), and
the intercept term should coincide with the discount rate (o = r).

To understand the effects of aggregation, we follow Jung and Shiller (2005) and
construct portfolios by taking the cross-sectional average of the price-dividend ra-
tios. We also control for market size by constructing cap-weighted, cross-sectional
averages. Specifically, we use the following dividend-price averages:

1< /D L (D
VDRSS (P—> (D/P)cap = Za(P—j), (7)
It i=1 It

i=1

where &; denotes the market-capitalization weight assigned to firm i for time period ¢.°
In reporting results, we refer to this cross-sectional average as “Equal Weight 2 and
“Cap Weight 2,” respectively. Averaging price-dividend ratios as in (7), as opposed
to averaging prices and dividends separately to form the portfolio, could lead to a loss
of information. Therefore, in addition to the Jung—Shiller average (7), we construct
the cross-sectional averages separately for prices and dividends,

I I
N
Zi:l Fiy Zi:l &P

and refer to these averages as “Equal Weight 17 and “Cap Weight 1.”
Campbell and Shiller (1998), ,2001) tested various versions of (6) using Standard &
Poor Composite stock price dating back to 1871 and found the coefficient on (D, /F;)
to be positive—a higher dividend-price ratio counterintuitively portends a higher ex-
pected growth rate. The result was interpreted as “indicating that in the entire history
of the U.S. stock market, the dividend-price ratio has never predicted dividend growth
in accordance with the simple efficient markets theory.” Jung and Shiller (2005) es-
timated (6) assuming a constant discount rate, 7 = 0.054 (annual average return over
all firms and dates in the sample), for each of the 49 individual stocks that survived

®)

5. The cap weights are calculated as follows: abs(PRC*SHROUT) where PRC: Price or Bid/Ask Average,
SHROUT: Shares Outstanding.
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TABLE 1

TotAL NUMBER OF FIRMS AND FIRM-YEAR OBSERVATIONS IN THE CRSP DATA SET FROM 1926 TO 2018
DECOMPOSED BY AGE AND DIVIDEND/NONDIVIDEND PAYING

Number of Firms (Firm Years)

Firm Age Nondividend Dividend Total
Discontinuous 612 (8,922) 394 (8,707) 1,006 (17,629)
Continuous 1-10 12,297 (58,121) 7,453 (40,965) 19,750 (99,086)
11-20 2,641 (37,739) 4,485 (65,973) 7,126 (103,712)
2140 802 (20,847) 3,112 (87,200) 3,914 (108,047)
41-60 16 (752) 896 (43,764) 912 (44,516)
61-80 1(69) 193 (13,223) 194 (13,292)
81-90 0 48 (4,154) 48 (4,154)
90+ 0 46 (4,266) 46 (4,2606)
Total 16,369 (126,450) 16,627 (268,252) 32,996 (349,702)

the entire CRSP sample from the first-year dividends were recorded (1926) through
2001. They found that the average estimate for 8 was of the correct sign (negative)
and significantly different from zero. The average B ranged from —0.499 (K = 25)
to —0.44 (K = 10). Aggregating the individual stocks using Equal Weight 2 given by
(7) delivered a g8 range of 0.336 (K = 10) to 0.697 (K = 25). These results led Jung
and Shiller to conclude that “there is now substantial evidence supporting Samuel-
son’s Dictum where market inefficiency is defined as predictability of future (excess)
returns.”®

1.1 Data

We test the present value model with stock and dividend data from the Center for
Research on Security Prices (CRSP). The data cover the period from January 1926
to December 2018. Firms are grouped based on the continuity of stock price and
dividend data. We label firms as discontinuous if they temporarily leave the sample.
If a firm has paid an ordinary dividend at any point in the sample, we count them
as a dividend-paying firm. We delete firm-month observations whose stock prices
are missing or whose dividends are negative for that month. We also delete firm-
month observations whose Cumulative Factor to Adjust Prices over a Date Range
(cumfacpr) are missing or negative. As indicated in Data Descriptions Guide (CRSP,
2010), in order to compare the stock prices across time, we divide each series by
cumfacpr. We only keep observations generated by ordinary dividends data, exclud-
ing observations due to liquidation, acquisition, reorganization, and issuances.

Table 1 summarizes the number of firms, firm-year observations, and age of the
firms in the CRSP data set. Of the 32,996 firms, roughly half of these firms have

6. We confirm that the results of Jung and Shiller (2005) continue to hold with updated data through
2018. Assuming a constant discount rate of 0.064, the average $ for the individual firms that survived the
entire sample (n = 46) ranged from —0.58 (K = 25) to —0.42 (K = 10); whereas the coefficient on the
equal-weighted portfolio given by (7) was positive and ranged from 0.33 (K = 20) to 0.25 (K = 10).
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issued ordinary dividends (16,369). A small percentage, 1,006 (3.05%), left the sam-
ple and reappeared at a later date. The dividend paying firms have a more dispersed
distribution in terms of firm age. A majority of dividend-paying firms have survived
more than 11 years, which is not true for the nondividend paying firms. Table 1
shows the summary statistics for the number of firm-year observations. There are
349,702 firm-year observations in total, and 268,252 (76.7%) are dividend paying
firms.

Forming the approximation (5) requires dividends K periods into the future. There-
fore, the number of observations is decreasing in K. We only use firms that have at
least 10 or more observations. For example, in the case of K = 10, our data consist
of firms with stock price and dividend data with more than 20 annual observations.
For K = 20, we require 30 annual observations, and so on. Our sample size is vastly
larger than previous studies. For example, Jung and Shiller (2005) only examined
firms that had price and dividend data available for their entire sample. This amounts
to 47 firms or roughly 1% of our sample when K = 10.

Following standard procedure in the asset pricing literature, we create the yearly
series of stock prices by selecting the last available observation for each firm and year
combination. We divide the stock price series by the corresponding year’s December
Consumer Price Index (CPI) from the Bureau of Labor Statistics to get the inflation-
adjusted values. We create the real annual dividend series by summing up 12 monthly
adjusted dividends from January to December and dividing by that year’s December
CPI. The discount rate (0.054) is the average annual return over all firms and dates in
the sample. All data are available at http://www.econ.yale.edu/~shiller/data.htm

1.2 Regression Analysis

We test Samuelson’s Dictum by estimating the linear present value model, D, /P, =
r—E,gP, where g? ~ Y (AD,1+/F)/(1 + r)*~! for nine different specifications
and for four truncation parameters, K = 10, 20, 30, 50.7 Our specifications include
balanced and unbalanced panels for all dividend-paying firms in CRSP; portfo-
lios of these firms formed by the weighting schemes discussed in the previous
section; and the S&P 500 Index. For the individual firms, we estimate the fol-
lowing panel regression, g; = o + B(D;/Py) + yi + €, for firm observations i =
1,...,1, annual observations t =1,...,T, and where y; captures firm-specific
effects.

Table 2 reports the results, organized by truncation parameter K. As mentioned
above, our approach permits continuous value for dividend growth even when no div-
idends are paid. As discussed in Jung and Shiller (2005), zero-dividend observations
are informative (e.g., many firms did not pay a dividend during the Great Depression).
However, as a check on the influence of zero-dividend observations, the entry labeled

7. We set the interest rate to 0.054, which is the average return on assets in our sample. We also
examined values for the interest rate as low as 0.045 and as high as 0.064, with little to no change in
our results.
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as “Unbal. (D > 0)” eliminates all firms that have more than 50% of annual dividend
entries equal to zero.®

For each K, the first three rows of Table 2 report the 8 estimate and 95% confi-
dence interval (calculated using the Newey and West 1987 HAC estimator with data-
dependent, Bartlett bandwidth 0.75T'/3 + 0.5) for the balanced panel (“Bal. Panel”),
unbalanced panel (“Unbal. Panel”), and “Unbal. Panel (D > 0).” These entries con-
stitute the test of Samuelson’s Dictum at the individual firm level. All estimates for 8
in the first three rows are of the correct sign with the unbalanced panel very close to
the hypothesized theoretical value of minus one for smaller values of K. For K = 10,
one cannot reject the two-sided hypothesis Hy : f = —1 for the unbalanced panel,
even at the 1% significance level. As K increases, the number of observations is sub-
stantially reduced and the confidence intervals widen as a result. However, these re-
sults confirm that at the individual-firm level, the present value model with constant
discount rate is an adequate description of the data.

The remaining entries of Table 2 report the results for aggregate measures of prices
and dividends. Recall that “Equal Weight 1” and “Cap Weight 1” refer to the cross-
sectional averages constructed separately for prices and dividends (8), while “Equal
Weight 2” and “Cap Weight 2” refer to the cross-sectional average of the price-
dividend ratio (7). These cross-sectional averages are constructed using the entire
unbalanced panel, as opposed to the balanced panel. Aggregating the balanced panel
resulted in estimates for 8 that were further away from —1 relative to the unbalanced
panel. We also report results for the S&P 500 Index, examining both the same time
horizon as our sample (1926) and the full sample that dates back to 1871.

All aggregate measures lead to obvious rejections of the constant discount rate
model. For many of the aggregate measures, the estimated coefficient is positive. This
is true for all values of K for the price-dividend averages and nearly all of the S&P
500 samples. The aggregate measure with an estimated coefficient that is closest to
the theoretical counterpart of —1 is “Equal Weight 1,” which is estimated to be of the
correct sign. However, it is not tightly estimated with relatively large 95% confidence
intervals. Moreover, the estimate for the S&P 500 Index is not even of the correct sign
for any value of K. The present value model for individual stock prices and dividends
is more consistent using the disaggregated data, while any form of aggregation leads
to a rejection.

Our results are robust to several variations of the data. Rows 4-9 in Table 2 aggre-
gate the entire sample of firms. We also examined aggregates formed from subsets
of these firms based upon longevity; we employed “optimal” portfolio weights con-
structed from mean-variance optimality conditions; we eliminated outliers caused by
the Great Depression and other recessions. Slicing the data along these dimensions
did not substantially alter our findings.’

8. Increasing this value to 66% did not substantially alter results for small K. For K = 50, the j esti-
mate falls to —0.66 with 95% confidence interval [—0.80, —0.51].

9. Additional results available upon request.
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TABLE 3
INDIVIDUAL FIRM REGRESSION RESULTS

B Hy:B=-1H:p#-I1 o
K # obs. Mean Std 1% 5% 10% Mean Std
10 3,858 —0.642 0.651 33.9% 45.9% 53.3% 0.028 0.026
20 1,936 —-0.515 0.932 37.3% 48.7% 55.7% 0.037 0.040
30 1,075 —0.317 1.127 41.8% 55.3% 62.2% 0.042 0.047
50 277 —0.326 0.977 41.9% 52.7% 59.2% 0.057 0.056

9NoOTE: This table reports the results of the regression of future dividend growth on current dividend-price ratio as given by (6) for individual
firms. Standard errors are calculated using a Newey—West HAC estimator with data-dependent, Bartlett bandwidth with 5% winsorization.

Table 3 estimates equation (6), g? = o + B(D;/P,) + €, individually for each firm
and then aggregates the results, as opposed to the panel regression of Table 2. To
mitigate the influence of outliers, we apply a 5% winsorization.'” While not as close
to the theoretical value of —1 displayed by the panel regression estimates, well over
half of all firms cannot reject the null hypothesis Hy : B = —1 at the 10% significant
level. Similar to previous findings, the estimates are less consistent with the theory
and more dispersed as the horizon K increases. Here we also report the estimates
for the intercept term, «. While the average roughly doubles from 0.028 (K = 10)
to 0.057 (K = 50), the estimates are in-line with the average 10-year yield on US
Treasuries over this time period, 0.0362.

To further investigate the phenomena, Figure 1 shows how quickly aggregation
leads to a deviation of the regression coefficient away from —1. In this figure, 36
firms who survived the entire sample from 1926 through 2018 are ordered from most
consistent with the theory (8 closest to —1) to least consistent. We then form sequen-
tial, equal-weighted portfolios across the firms following (7) and run the regression
(6) for K = 10 (solid line with dashed 95% confidence intervals). The individual
estimates for the firms are plotted using dot-whiskers, which represents the g esti-
mate and 95% confidence interval. The horizontal axis indicates the number of firms
combined to form the equal-weighted portfolio. As the figure shows, the aggregate
estimate turns positive after 13 firms, while the individual firm regressions do not
turn positive until the 33rd firm. A portfolio of the 18 most consistent firms has a
B that is of the wrong sign and a statistically significant positive value, despite the
fact that nearly all of these firms cannot reject the null Hy : B = —1 at the 10% sig-
nificant level when estimated individually. This analysis suggests that aggregation
leads to a quick and decisive deviation from the constant discount rate present value
model, even when the individual regressions are not substantially deviating from the
theory.

10. A majority of these outliers are firms that left the sample after only a short period of time, and
hence, may not be indicative of a “representative firm.” Moreover, these firms almost never appear in the
S&P 500 or other aggregates used to test asset pricing models, and their influence on aggregate results in
Table 2 is negligible given the firm-year weighting.
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Fig 1. Aggregation Bias.

Nortes: The figure reports the estimates for 8 in regression (6) with K = 10 and 95% confidence interval in dashed lines,
for equal-weighted portfolios as in (7) of an expanding number of firms. The dot-whiskers plot is the regression coefficient
for the individual firm with 95% confidence intervals. Firms are sequentially added to the portfolio from the most to the
least consistent with the theory, that is, based on the point estimate of 8 being closest to —1 when regression (6) is run at
the individual firm level. The number of firms in the portfolio is indicated on the horizontal axis.

1.3 Excess Volatility

Shiller (2002) has made the case that excess volatility is the one anomaly that is
most troubling from the perspective of the EMH:

“The anomaly represented by the notion of excess volatility seems to be much more
troubling for efficient markets theory than some other financial anomalies, such as the
January effect or the day-of-the-week effect. The volatility anomaly is much deeper than
those represented by price stickiness or tatonnement or even by exchange-rate over-
shooting. The evidence regarding excess volatility seems, to some observers at least,
to imply that changes in prices occur for no fundamental reason at all, that they occur
because of such things as ’sunspots’ or "animal spirits’ or just mass psychology.”

Not only is excess volatility theoretically damaging, it is pervasive in financial
data. First introduced by Shiller (1981) and LeRoy and Porter (1981), there is now
over four decades of documentation supporting excess volatility in stocks, bonds,
foreign exchange, and other financial markets. It is also worth noting that nearly all
of the stock market studies focus exclusively on aggregate indices when testing for
excess volatility (e.g., S&P 500, Dow Jones Industrial).
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To develop some intuition for this anomaly, we start again with the constant dis-
count rate asset pricing model of (1),

P, = 0K [Pi11 + D], &)

D; = A(L)v;, (10)

where the discount factor & = (1 4+ r)~! is assumed to be constant, [E is the expec-
tation operator, P, is the price of the individual stock, D, the dividend, and A(L) is
a square-summable polynomial in the lag operator L with v ~ N(0, o). The Wold
representation theorem permits the use of such a general specification for the exoge-
nous dividend process (10). We use this generalization to show that the results are
not unique to the assumed exogenous process for dividends. Solving for the unique
rational expectations equilibrium delivers the well-known Hansen—Sargent (1980)
optimal prediction formula (see Online Appendix):

0A(L)  6A®)

P, =Pl = (m - m)vz (11)

- (0A0)
=200 <L—9>U’
=P — Pk, (12)

The equilibrium price P, can be decomposed into two components—the perfect fore-
sight price P* and a remainder term PX. The perfect foresight price is the price that
would prevail if the agent knew past, current, and future values of v. Because the
information set of the agent only contains current and past v’s, PX represents a con-
ditioning down term that is orthogonal to information known at ¢. This orthogonality
condition implies the following well-known inequality for the variance of the price:

var(P) > var(P,). (13)

The variance of the perfect foresight price is greater than the variance of the equilib-
rium (or observed) price.

Much of the debate immediately following Shiller (1981) centered around the cal-
culation of P* and the appropriate way to test for excess volatility.!! A series of pa-
pers, including that of West (1988b), corrected for the statistical and measurement
issues and all concluded that excess volatility was a robust feature of stock price
data. We implement West (1988b) to test for excess volatility in individual firm and

11. Flavin (1983) and Kleidon (1986) document that the perfect foresight calculations of Shiller lead
to small sample bias in tests of excess volatility.

85US017 SUOWIIOD BAIER.D) 8(ed! [dde ay) Aq peusenoB 812 sapie VO ‘95N J0 S9|N1 o} ARIq1T8UIUO ABIM UO (SUORIPUCD-PUR-SWLBIALIY A8 1M Ate.q Ul juo//Sdily) SUORIPUOD pue SWiB | 841 89S *[£202/80/70] Uo Aiqiaulluo AB|im eiuio4ieD JO AISPAIN Ad OTOST GOW/TTTT 0T/I0P/W00"AB|ImAReIq 1jeuUo//:Sdny WOl pepeoiumoq 'S ‘€202 '9TOV8EST



YONGOK CHOI, GIACOMO RONDINA, AND TODD B. WALKER : 1133

aggregated data. The main idea of West’s approach is to test for excess volatility by
constructing two nested information sets I, and H, with I, D H,. Analogous to the cal-
culation of (13), the present value model implies that the variance of the innovation
in the expected present discounted value (PVD) of dividends when expectations are
conditional on /; is smaller than that of the innovation in the expected PDV of divi-
dends when expectations are taken with respect to H, (i.e., var(P|l,) < var(PX|H,)
if H, C I,). Therefore, any two nested information sets can be used to test for ex-
cess volatility.

In what follows, we use the notation of and implementation strategy of West
(1988b) and refer readers to that paper for a full derivation of results discussed below.
We construct nested information sets by estimating the following bivariate system:

P = 0P + Di1) + g1, (14)

A'Dpy = p4+ @ AD 4+ G A D gy A Vg, (15)

where P, and D, are the stock price and dividend in real terms and s is the integrated
order of the dividend process. The variance of the innovation in the expected dis-
counted present value conditional on information set /, can be estimated as 242
where 672 is an unbiased estimator for the second moment of the residual in the re-
gression (14). Thus, the innovation u,; contains the price history plus other terms.
We label this forecast error as V(I,_;) = E[P, — I1(P,|I,_1)]>.

Conversely, using the Hansen and Sargent formula (11), an inferior information set
assumes that H, contains only the history of dividends and knowledge of the model
structure. The variance of the one-step-ahead forecast error is given by

V(H,-1) = E[P, — TI(P|H,_)]* = E[P(L)v, — L™ "(P(L) — P(0))v,_]*
= P(0)’0? = A(9)*0?

q
=((1=0ya=>Y_0g;)7%s;. (16)
1

The first equality of (16) follows from the Wiener—Kolmogorov optimal prediction
formula. The final equality comes from (11) and substituting in the stochastic process
for the dividends (15). The 63 is an unbiased estimator for the second moment of the
residual in the regression (15), and therefore, the present value model can be tested
based on the sign of the statistic E[P, — T1(P,|H,_)]* — E[P, — TI(P,|I,_1)]?, which
we have established as

T =VH-1)—VUi-1)
q

=((1=0ya=>Y 0/g;)76; — 676, (17)

1
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TABLE 4
VOLATILITY TEST RESULTS

T T 1% 5% 10%
Unbalanced Panel (287 firms) 513.72 — 224 147 100
Balanced Panel (47 firms) 3,825.64 — 33 25 21
Equal Weight 1 (287 firms) —12.55 68.8
Cap Weight 1 (287 firms) —12.45 449
Equal Weight 1 (47 firms) —17.05 18.0
Cap Weight 1 (47 firms) 73.38
S&P 500 (1926) —25,291.15 91.6
S&P 500 (1871) —15,994.52 90.9

INotE: This table reports the statistic from equations (17) () and (18) (). For individual firms, we report the number out of the 287 and
47 firms that cannot reject the excess volatility test Hy : T > 0 for various significance levels.

where the second equality provides an estimate of this statistic. A test of excess
volatility is then Hy : T > 0. A negative value of Y indicates that enlarging the infor-
mation set leads to the perverse result of an increase in the innovation variance. The
volatility is then excessive relative to the theoretical model. Following West, when Y
is negative, we also report

(18)

o _100<V(Hf_1) - V(If_l)>’

V)

which gives a rough estimate of the percentage of the variance in the price process
that is excessive.

West applied this method to test the present value model on S&P 500 data for 1871—
1980 and the Dow Jones index from 1928—1978 for a wide variety of ¢ and s. After
a battery of robustness checks, he concluded that stock prices were too volatile to
be the expected discounted value of dividends. Typical values for Y (T) were —230
(92.92) for S&P data and —21,545 (96.92) for Dow Jones data (Table II, pg. 51).

We update these results for aggregate indices and also apply the test at the individ-
ual firm level. We use an unbalanced panel of 287 firms with more than 60 years of
observations. For each firm, we estimate the bivariate system (15) to obtain the cor-
responding statistics for formula (17). Equation (14) is estimated by Hansen’s (1982)
two-step, two-stage least squares, using current and lagged values of dividends as in-
strumental variables. We use the augmented Dickey—Fuller (ADF) test for each divi-
dend series to determine s in equation (15). For each regression, we set the AR order
based on the Hannan—Quinn (1979) procedure. We estimate the variance—covariance
matrix in accordance with West (1988b) and use the delta method to get the variance
of the statistic (17) and (18). Moreover, since P, and D, arguably have unit roots,
standard distribution theory is applicable as shown in West (1988a).

The first two rows of Table 4 report the average West statistic (') for the individual
firms, while the last three columns report the number of firms that cannot reject excess
volatility (Hy : ¥ > 0) for 1%, 5%, and 10% significance levels. The remaining rows
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report the equal and cap weight average using the cross-sectional average, D, /P;, of
both sets of individual firms in addition to the S&P 500 index for the sample beginning
in 1871 and 1926.

Consistent with the previous section, the excess volatility tests confirm Samuel-
son’s Dictum—stocks appear excessively volatile only when aggregated. The aver-
age of the test statistic for the individual firms is of the correct sign, and the null of
a positive value cannot be rejected for a majority of the firms at the 1% significance
level. Conversely the statistic for every aggregated measure—with the exception of
the cap-weighted portfolio—is of the wrong sign and statistically different from zero,
confirming excess volatility. The S&P 500 index displays substantial excess volatility
relative to the aggregate measures of the individual firms. Table 4 reflects the findings
of Table 2 with the present value model successfully accounting for the dynamics of
individual firms while failing to account for any aggregate of the individual firms.
Similar to the regression analysis, the extent of aggregation plays an important role
in excess volatility. The present value model miserably fails to account for the dy-
namics of broad aggregate measures such as the S&P 500 Index while failing much
less spectacularly for portfolios of the individual firms.

2. THEORY

We now propose a theory based on incomplete information and market segmen-
tation that is able to account for the empirical results of Section 1. Our focus is on
explaining the difference in results between firm-level data and aggregate measures
of the same firm-level data. To that end, suppose that there are / firms indexed by

i=1,2,..., I with stocks priced according to the linear present value model
Py =E,Y 6/Dyy;. (19)
j=1

where P; is the stock price of firm i, € is the constant discount factor (9 = (1 +r)™ "),
and D, is the dividend of firm i. The firm-specific dividend process is driven by an
aggregate shock (&;) and an idiosyncratic shock (7;,) and is given by

Dy =a, + ny, (20)

a = pa;_1 + &, (21)

where &, ~ N(0, 67), i ~ N(0, 0;)), with & and n; uncorrelated at all leads and lags.
The aggregate shock follows an AR(1) specification with autocorrelation coefficient
lol < 1.
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2.1 Complete Information

Under complete information, traders are assumed to observe the entire history of
both the aggregate and idiosyncratic shocks, F;, = {¢;, ni, &—1, Ni—1, - - - -}. The ra-
tional expectations equilibrium price for firm i follows from the Hansen—Sargent op-
timal prediction formula (substituting (20) into (11)),

0
PF = (1 _p9p>a,. (22)

Now consider the implications of forming the cross-sectional average, “Equal
Weight 1,” D, = (1/1) YI_, Dir, P, = (1/1) Y__, P;. With a sufficiently large I, the
law of large numbers is operational and the idiosyncratic shock washes out of the
average dividend, D, = (1/]) Zi D;, = qa,. Pricing such a dividend stream according
to the linear present value model would yield the rational expectations equilibrium,

(% \e —anSp
P|F = (1 — Qp)a, = (UD;&IE- (23)

The last equality emphasizes that a trader pricing the aggregate dividend stream D,
would deliver the same stock price as the average of individual traders pricing each
stock i independently. That is, we could have market segmentation where individ-
ual traders specialize in specific stocks—an analogy we make use of shortly—and,
under the assumption of perfect information, aggregating the individual prices for
each firm i perfectly replicates the price of the aggregate index P,. Thus, under full
information, the empirical tests of the present value model conducted in Section 1
would be accurate. A full-information rational expectations equilibrium cannot ex-
plain Samuelson’s Dictum.

2.2 Incomplete Information and Specialization
We now impose two assumptions, which we state explicitly.

Assumption 1. Market Segmentation. We assume that traders specialize in individual
stocks. Trader i follows firm i and only trades firm i’s stock.

Assumption 2. Incomplete Information. Trader i has incomplete information in that
her information set consists of current and past dividends, L;; = {Dj;, Dj;_1, ... .}.

Assumption 2 challenges the notion that traders can perfectly distinguish shocks that
affect only individual firms from shocks that impact the market more broadly. As-
sumption 1 challenges the standard assumption that aggregate indices (e.g., S&P
500) are the actively traded commodity.'?> These assumptions are stringent and are

12. Our rationale for Assumption 1 (Market Segmentation) can be taken verbatim from Lucas (1975):
“The problem is that in an economy in which all trading occurs in a single competitive market, there is ‘too
much’ information in the hands of traders for them ever to be ‘fooled’ into altering real decision variables.”
If agents in our model traded in a single market—the aggregate index of all firms—there would be too much
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imposed in order to keep the algebra of the paper-and-pencil variety. Kasa, Walker,
and Whiteman (2014) and Rondina and Walker (2021) show how to allow for stock
prices to enter Trader i’s information set while preserving results. Maintaining incom-
plete information would require an additional noise component that would serve to
only make the algebra much less tractable but would not significantly alter our theo-
retical results. Market segmentation can also be relaxed with traders forming optimal
portfolios from multiple stocks along the lines of Glasserman and Mamaysky (2019).
They show in a model of portfolio choice that traders will endogenously specialize in
either macro- or microinformation, and derive conditions under which it takes more
effort to acquire information about individual stocks than market aggregates. This
asymmetry provides the incentive for traders to specialize and acquire microlevel in-
formation, and serves to justify our assumptions. Additionally, one robustness check
of our empirical results described above-constructed mean-variance portfolios and
showed that Samuelson’s Dictum is preserved. As long as the traders are not pricing
only the aggregate measure, our theoretical results will continue to hold.

Trader i now has a signal extraction problem to solve. Given the stochastic pro-
cess for dividends (20), she cannot distinguish between idiosyncratic and aggregate
shocks. The following proposition derives the rational expectations equilibrium price.

PrOPOSITION 1. Let Trader i’s information set be current and past dividends L;; =

{Dj;, Djs—1, . ...} with the dividend process given by (20), then the equilibrium price
is given by
O(p —X) 0(p—2)
P\ly =\ 77— )+ ——= | (24)
(1 —60p)(1 —AL) (1 —AL)
where
5 1/2
1 o} 1 o? 1
A== 5 +|l—=—+p)— —Fl-+p —4 . (25)
21 \o,p P o P P

Proof: See Appendix A.

Notice that elements of the idiosyncratic shock now bleed into the loading on the
aggregate shock a, through A, which is a function of the signal-to-noise ratio. Forming
the cross-sectional average (“Equal Weight 17°) dividend and price

1
DI\ = (1/D))_ DalTi ~ a,, (26)

i=1

information and macroefficiency would attain. Theoretical justification for both Assumptions 1 and 2 is
provided by Glasserman and Mamaysky (2019), who study information acquisition and portfolio choice
with idiosyncratic and aggregate shocks. Their primary result is that traders specialize in either macro- or
microinformation, and several of their corollary results support Samuelson’s Dictum.
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O(p — 1) )a,. 27)

1
P\Ly =(1/D ) _PilLy = <—
; (I —=0p)1 —AL)

The aggregate measures are now incongruent in that pricing the dividend process (25)
would yield the equilibrium given by (23) and not (26). Therefore, while the present
value model is an accurate depiction of individual firms, any test of the linear present
value model based upon aggregate measures, (25) and (26), would incorrectly reject
the theory of the linear present value model of stock prices. By aggregating the price
and dividend process, the econometrician is not capturing the information set of the
individual traders.

The intuition for this result follows that of Goodfriend (1992) and Pischke (1995),
who stress how an information wedge between the behavior of individual consump-
tion dynamics and their aggregate counterparts may arise because individuals fail
to perfectly disentangle the idiosyncratic component of income from the aggregate
component.'? This interpretation—applied to asset prices—says that idiosyncratic
components should not be incorporated into stock prices, if perfectly observed, (22).
Yet, under incomplete information, this component affects individual stock prices be-
cause traders use it to predict the aggregate component (via A in (24)), which is not
perfectly observed. Therefore, traders do not react to aggregate shocks as they would
in a complete information framework where idiosyncratic shocks wash out, and this
causes the failure of the present value model.

2.3 Regression Analysis

Consider the correlation between the equilibrium price and the discounted expected
value of dividends, g, = > 6/D,; (a slightly modified form of the g used in Sec-
tion 1). Note that these correlations drive the regression coefficients tested in Sec-
tion 1.

Rational expectations imply that at the individual firm level, the covariance be-
tween the price and discounted sum of dividends is equal to the variance of the price.
This result holds at the individual firm level independent of the information struc-
ture. Therefore, the regression analysis of individual firms similar to those examined
in Section 1 will yield a regression coefficient of (minus) 1 in theory. However, this
result is only applicable under aggregation when information is complete. When in-
formation is incomplete, the typical correlation structure generated by the rational
expectations equilibrium breaks down and regression coefficients that deviate from
(minus) one are possible. We show this formally as a proposition.

PROPOSITION 2. Define g; = Z,oi1 0/Dyyj and g = Zjoil 0/D,y;, where D, =
(1/1) Y, Dy|Zy. Let Py|F; and Py|L; be the complete and incomplete information

13. We give credit to an anonymous referee for suggesting some of the language included in this para-
graph.
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rational expectations equilibrium, respectively, then,

Cov (Py, gu|F:) = Var (Py|F),
Cov (P, gir|Iit) = Var (P;|Zy),
Cov (B, g|F:) = Var (P |F),

Cov (P, |I-)—Var(P|I-)((1_—X2)) (28)
1y 8rltir) = t1Lit (o — M+ Ap) .

Proof: See Appendix A.

That the covariance of the price and discounted sum of dividends equals the vari-
ance of the price is another way of saying that the discounted sum of dividends ac-
curately reflects the price, that is, Cov(Py, gi) = Cov(P;, P;) = Var(P;). This is true
for all but the last term, which shows that the correlation between equilibrium price
(P,) and discounted sum of dividends formed by the econometrician (g;|Z;) is equal
to the variance of the price formed by the econometrician (P,|Z;) and a correction
term that accounts for the discrepancy between the econometrician’s information set
and that of private agents. This correction term can be positive or negative contingent
on the values of p and A.

To test the extent to which our theory can account for the type of discrepancy
between the micro- and macroestimates found in Table 2, we conduct the following
Monte Carlo thought experiment that exactly replicates the empirical procedure of
Section 1.2:

1. Simulate data for several hypothetical firms from the model under incomplete
information. The dividend process is drawn from (20)—(21) and the price process
from (24).

2. Calculate the “Equal Weight 1 dividend-price ratio,

1
— 1 D;
Df/P[ lezl l,f.
Zi:l })i,l

3. Calculate the truncated proxy for the dividend growth given by (5), which we
repeat here for convenience,

K
2= (AD/P)/(1+ )"

k=1

4. Estimate the regression, g? = o + B(D;/P;) + &, for the individual firms and
the equal-weighted average. Test the theoretical prediction of § = —1.

Table 5 presents the results for the simulated data. Entries are the slope coeffi-
cients of the regression of ¢ on the dividend price ratio (D,/P,) for various trun-
cation parameters, K. The dividend processes was calibrated to match the estimated
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TABLE 5
SIMULATED REGRESSION RESULTS

K=10 K=20 K=30 K=40 K=50 K =200
Ind. (high noise) —0.993 —0.998 —1.001 —1.008 —1.005 —1.000
Agg. (high noise) —0.508 —0.611 —0.658 —0.645 —0.649 —0.659
Ind. (low noise) —0.956 —0.996 —0.997 —1.004 —0.999 —1.008
Agg. (low noise) —0.519 —0.692 —0.716 —0.741 —0.725 —0.746

13NotE: This table reports the slope coefficients () of the regression of future dividend growth on current dividend-price ratio for individual
firms (averaged, “Ind.”) and for equal-weighted aggregates (“Agg.”). Results are ordered according to truncation parameter K and signal-to-
noise ratio (“high” or “low”).

persistence of the Equal-Weight 1 Balanced Panel dividend; that is, we estimated
an AR(1) process for the aggregate dividend using the data from the Equal-Weight
1 Balanced Panel and used the same autocorrelation coefficient for the simulation,
p = 0.95. To assess the importance of the signal extraction problem, we examined
both a “high-noise” and a “low-noise” estimate. Under both calibrations, we assume
that the majority of the variance of the dividend process is attributable to aggregate
factors. This assumption comes from a principal component analysis of the 46 div-
idend series of firms that survived the entire sample; only one factor was selected.
The low-noise calibration, {Ui2 =0.2, ng = 0.05}, implies that 72% of the variance
of the dividend process is attributable to the aggregate shock; while the high-noise
calibration, {ai2 =0.8, %2 = 0.05}, attributes 40% to the aggregate shock. This cal-
ibration implies a A of 0.77 in the low-noise case and 0.921 in the high-noise case.
Following Jung and Shiller (2005), we set & = 0.95, which is consistent with the av-
erage return of the 47 firms that survived the entire sample (inclusive of dividends).
Our simulations assume 100 firms and at least 8,000 observations.

We make two points about our calibration. First, note that we attribute a significant
amount of the variation in the dividend to the aggregate shock. While this is consistent
with the principal component analysis of the 46 dividend series of firms that survived
the sample, one can argue that it is too high for the firms that did not persist for
the entire sample (see, e.g., Vuolteenaho 2002). Results presented below improve
monotonically as we attribute more of the variance to the individual component, so
one can argue that our results are a lower bound. Second, as long as the autocorrelation
coefficient for the dividend process remains positive, our qualitative results continue
to hold. Moreover, autocorrelation coefficients as low as 0.75 do not substantially
alter our quantitative message, which is well within several standard errors of the
0.95 estimate discussed above.

Table 5 shows that our theory is largely able to capture the empirical results of Ta-
ble 2. The aggregate estimated coefficients are nearly 50% below the true coefficient
of —1 for K = 10. The bias is not as severe as K increases but remains significantly
different from the true value, which is also consistent with Table 2. In order to match
the highest values for Cap Weight 1 in Table 2, we would need to increase the variance
of the idiosyncratic shock such that a majority of the total variance of the dividend
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process is attributable to the idiosyncratic component. The larger the firm (in terms
of cap size), the more realistic is this assumption. Thus, our theory can also explain
why the Cap Weight estimate is higher than the Equal Weight estimate in Table 2,
and further from —1. Finally, note that Table 5 suggests that the approximation error
associated with the truncation parameter is not substantial.

2.4 Excess Volatility

Much like the regression analysis, the proposed theory can help explain the excess
volatility apparent in the aggregate measures but absent from individual firm obser-
vations. Recall the variance bound from Section 1.3,

Var(P') = Var(P,) + Var(P*) > Var(F,), (29)

where P is defined as the perfect foresight price, PX is the conditioning down term,
and the equilibrium price is given by the difference between the two, P, = P* — PX.
The bound is driven by an informational argument. Under standard assumptions,
traders use all available information to price the asset, P, = E,(P"), ensuring orthog-
onality between P, and P,R and therefore cov(P,R , P,) = 0, which proves the bound
(28). Under Assumptions 1-2, the variance bound applies to the pricing of individual
firms, even when information is incomplete, because traders are using all available
information to price the asset. Microefficiency holds. When information is complete,
the bound also holds in the aggregate. Substituting the value for the dividend process
(20) and (21) into the equal-weighted aggregate price P;|F; = (1/I) Zle P;|F; and
calculating the variance yields,

2.2
0°o;

Var(Bi1Fn) = NVarBIF) + 5 s Ty

(30)

However, the argument does not apply to an aggregate index in which traders have
incomplete information. Under these assumptions, an econometrician would aggre-
gate the dividend process, D;|Z;, = (1/1) Zi Dj|Z;, in positing the perfect foresight
price for the index

. > j O,
P\Ty=) 6D,y = ( 3D
j=1

1—pL)(L—6)

This is inconsistent with the true aggregate perfect foresight price; that is, F;|Z; #
E,(P’|Z;), where the conditional expectation is taken with respect to the econome-
trician’s information set. By averaging over the dividends in (30), the econometrician
eliminates the effect of the idiosyncratic shocks entirely. When information is com-
plete, this is harmless as traders can distinguish between aggregate and idiosyncratic
shocks. However, with incomplete information, the reaction of the aggregate price
is different from the complete information benchmark because traders also react to
individual shocks when they price individual shares.
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To get a quantitative assessment of the excess volatility of Table 4, we follow the
same simulation steps as in Section 2.3 and invoke the test of West (1988b). Recall
our simulation contained a high-noise calibration {cri2 = 0.8, crf = 0.05} and a low-
noise calibration {‘7,'2 =0.2, 082 = 0.05}, with 100 firms and 8,000 observations per
firm. Recall also that the present value model can be tested based on the sign of the
statistic E[P, — T1(P,|H,_))* — E[P, — T1(P,|I,_,)]?, which Section 1.3 establishes as

Y =V(H1) = V1)
q

=((1 =0y =) g6 -0’6,
1

where H;_; and /,_; are nested information sets, H, C I;. A test of excess volatility is
then Hy : T > 0. A negative value of Y indicates that enlarging the information set
leads to the perverse result of an increase in the innovation variance.

The average statistic for the individual firm for the high-noise (low-noise) case is
T = 0.1759 (0.125), indicating no excess volatility. Averaging across firms gives a
statistic of —0.3034 in the high-noise case and —0.2702 under low noise. One can
also calculate an approximate percentage of the variation that is excessive, T defined
in (18), which is 25.89% in the low-noise case and 29.24% in the high-noise calibra-
tion. While our theory is able to qualitatively deliver the correct sign, we are unable to
generate the magnitude of excess volatility observed in data. Under current assump-
tions, matching the S&P 500 data would require an idiosyncratic shock variance that
is roughly 25 times larger than the aggregate shock variance. While this is not con-
sistent with data, if we were to allow traders to observe stock prices, we would need
additional noise to ensure that incomplete information persists in equilibrium. Kasa,
Walker, and Whiteman (2014) show that such a model is capable of generating excess
volatility consistent with data.

3. CONCLUDING THOUGHTS

The influence of Phelps (1969) and Lucas (1975) has had a resurgence in the
macroeconomics literature. The excellent handbook article by Angeletos and Lian
(2016b) documents how incomplete information “offers a useful method for intro-
ducing frictions in coordination and for enriching the dynamics of expectations in
macroeconomic models. This enrichment leads to the questioning of existing inter-
pretations of, and helps shed new light on, important phenomena such as business
cycles and crises.” We believe that our results harbor far-reaching consequences that
may question existing interpretations. Many decades ago, the rational expectations,
present-value model was deemed anomalous and a notable shift toward relaxing
defining assumptions ensued. However, nearly all of the prominent papers in the
empirical finance literature framed the debate through the lens of an aggregate index
or portfolio of assets. The conventional view of Samuelson’s Dictum (if one exists) is

35UBD 17 SUOWILLIOD BAIRES1D 3|qedt|dde ayy Ag pausenoh afe sapie YO ‘asn J0 S3|nJ oy ARlqi]auliuQ AS|IAN UO (SUORIPUOI-PpUE-SLLLIBYWOD AB 1M Areuq 1 Bul |UO//:SdNY) SUOIPUOD pue SWLB | 83U} 89S *[€202/80/70] Uo ARidiautiuo A8(IM eluoseD JO AseAun AQ OTOST oW [/TTTT OT/I0p/ W02 Ao |1m Areiq 1 pul|uo//sdny wouy papeojumod 'S ‘€202 ‘9TOV8EST



YONGOK CHOI, GIACOMO RONDINA, AND TODD B. WALKER : 1143

nicely captured by Campbell (2017) (p. 144), which we paraphrase here: Cash-flow
news drives stock-level return variation and can be completely diversified away in
the aggregate, allowing discount-rate news to determine the lion’s share of aggregate
stock returns. This result relies on being able to perfectly disentangle idiosyncratic
and aggregate shocks, which we view as a strong assumption. Our results suggest
that a combination of incomplete information and aggregation offers an alternative
interpretation that is not mutually exclusive. Indeed, several recent papers document
how incomplete information can help reconcile theory and macroeconomic data
(e.g., Lorenzoni 2009, Angeletos and Lian 2016b, Wu, Mao, and Young 2021)
and we have shown that a similar explanation can be applied to asset pricing
data.
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